Statistics 202
Practice Exam –If you can answer the practice exam questions you will succeed on the exam
Part I:  MULTIPLE CHOICE (1-pt each)

1).  The least squares method minimizes which of the following?

a).  SST


b).  SSR


c).  SSE


d).  none of the above

2).  Which of the following identifies the range for a correlation coefficient?


a).  Any value less than 1


b).  Any value greater than 1


c).  Any value between 0 and 1


d).  None of the above

3).  A correlation coefficient rxy = -0.85 could indicate a:


a).  Relatively weak, positive linear relationship


b).  Relatively strong, negative linear relationship


c).  Relatively weak, negative linear relationship


d).  Relatively strong, positive linear relationship

4).  If the coefficient of determination R2 = 0, then 


a).  there is no relationship between X and Y.


b).  the explained variation equals the unexplained variation.


c).  there is no unexplained variation.


d).  there is no explained variation. 

5).  Which of the following statements is least accurate concerning correlation analysis?


a).  Correlation does not imply causation.


b).  The correlation coefficient captures only a linear relationship.

c).  The correlation coefficient may not be a reliable measure when outliers are present in one or both of the variables.

d). The correlation coefficient describes both the direction and strength of the relationship between two variables only if the two variables have the same units of measurement.

6).  When testing whether the correlation coefficient differs from zero, the value of the test statistic is        ttest = 1.95 with a corresponding p-value of .0653.  At the 5% significance level, can you conclude that the correlation coefficient differs from zero?



a).  Yes, since the p-value exceeds .05.



b).  Yes, since the test statistic value of 1.95 exceeds .05.



c).  No, since the p-value exceeds .05



d).  No, since the test statistic value of 1.95 exceeds .05.

7).  The Y-intercept (b0) can be thought of as representing the


a).  predicted value of Y.


b).  change in Y per unit change in X.


c).  predicted value of Y when X=0.


d).  variation around the regression line.

8).  The variance of the rates of return is .25 for Stock X and .01 for Stock Y.  The covariance between the returns of X and Y is -.01.  The correlation of the rates of return between X and Y is:


a).  -.25


b).  -.20


c).  .20


d).  4.00

9).  A regression equation was estimated as ŷ = 155 + 34X1 – 12X2.  If X1 = 3 and X2 = 2, the predicted value of Y would be:


a).  29


b).  77


c).  233


d).  281

10).  Partial computer output from a multiple regression study estimating sales based on population in the area and advertising dollars is provided below.  

	SUMMARY OUTPUT
	
	
	
	

	
	
	
	
	
	

	Regression Statistics
	
	
	
	

	Multiple R
	0.53
	
	
	
	

	R Square
	0.29
	
	
	
	

	Adjusted R Square
	0.20
	
	
	
	

	Standard Error
	2446.83
	
	
	
	

	Observations
	19
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	2
	38369545.4
	19184773
	3.20
	0.07

	Residual
	16
	95791919.2
	5986995
	
	

	Total
	18
	134161465
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	
	

	Intercept
	4279.08
	11106.49
	0.39
	
	

	Population
	0.07
	0.10
	0.68
	
	

	Advertising
	0.16
	0.07
	2.44
	
	


Regard Population as X1 and Advertising as X2.  Which of the following statements is more true?

a).  the test (with α = .05) of whether or not ß 2 = 0 indicates that X2 is not significantly related to Y.

b).  the test (with α= .05) of whether or not ß1 = 0 indicates that X1 is not significantly related to Y.

c).  the test (with α = .05) of whether or not ß 2 = 0 indicates that X2 can be dropped from the model containing both X1 and X2.

d).  the test (with α = .05) of whether or not ß 1 = 0 indicates that X1 can be dropped from the model containing both X1 and X2.
11).  What is the name of the variable that is used to predict another variable?


a).  Response


b).  Explanatory


c).  Coefficient of determination


d).  Standard error of the estimate

12).  In the multiple regression function ŷ = b0 + b1X1i + b2X2i, the coefficient b1 can be interpreted as:

a).  the mean of the distribution of Y when both X1 and X2 equal zero.

b).  the expected change in Y when X1 increases by one unit while X2 remains constant. 

c).  the average change in Y per unit increase in X1.

d).  the rate of change of b1 per unit change in X1.
13).  Calculate the value of R2 given the ANOVA portion of the following regression output:

[image: image1.png]ANOVA

Source SS df MS F  p-value
Regression 2,562 1 2,562 6.58 .0145
Residual 14,395 37 389
Total 16,957 38






a).  .151


b).  .515


c).  .849


d).  1.000

14).  The standard error of the estimate measures


a).  the variability of the explanatory variables.


b).  the variability of the values of the sample regression coefficients


c).  the variability of the observed y-values around the predicted y-values.


d).  the variability of the predicted y-values around the mean of the observed y-values.

15).  Consider the sample regression equation:  ŷ = 12 + 3X1 – 5X2 + 7X3 – 2X4.  When X1 increases by 1 unit and X2 increases 2 units, while X3 and X4 remain unchanged, what change would you expect in the predicted y-value?



a).  Decrease by 2



b).  Decrease by 4



c).  Decrease by 7



d).  No change in ŷ

16).  When two regression models applied on the same data set have the same response variable but a different number of explanatory variables, the model that would evidently provide the better fit is the one with a 



a).  Lower standard error of the estimate and a higher coefficient of determination.



b).  Higher standard error of the estimate and a higher coefficient of determination.



c).  Higher coefficient of determination and a lower adjusted coefficient of determination.



d).  Lower standard error of the estimate and a higher adjusted coefficient of determination.
17).  Using the same data set, four models are estimated using the same response variable; however, the number of explanatory variables differs. Which model provides the best fit?
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Model 4

Multiple R 0.993 0.991

0.936

0.746

R Square 0.987 0.982

Adjusted R Square

0.877
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a).  Model 1



b).  Model 2



c).  Model 3



d).  Model 4

18).  In the estimation of a multiple regression model with two explanatory variables and 20 observations, SSE = 550 and SST = 1000.  What is the value of R2?



a).  .10



b).  .45



c).  .55



d).  .90

Use the following scenario to answer questions (19) and (20):

Over the past 30 years, the sample standard deviations of the annual rates of return for stock X and Stock Y were 0.20 and 0.12, respectively.  The sample covariance between the returns of X and Y is 0.0096. 

19).  In order to determine whether the correlation coefficient is significantly different from zero, the appropriate hypotheses are:



a).  Ho: µ = 0 and HA: µ ≠ 0



b).  Ho: pxy = 0 and HA: pxy ≠ 0



c).  Ho: µ = 1 and HA: µ ≠ 1


d).  Ho: pxy = 1 and HA: pxy ≠ 1

20).  When testing whether the correlation coefficient differs from zero, the value of the test statistic is      ttest = 2.31.  At the 5% significance level, the conclusion to the hypothesis test is to: 


a).  Reject H0; we can conclude that the correlation coefficient differs from zero.



b).  Reject H0; we cannot conclude that the correlation coefficient differs from zero.



c).  Do not reject H0; we can conclude that the correlation coefficient differs from zero.



d).  Do not reject H0; we cannot conclude that the correlation coefficient differs from zero.
Use the following scenario and Excel output to answer questions (21) through (23):
A manager at a local bank analyzed the relationship between monthly salary (Y, in $) and length of service (X, measured in months) for 30 employees.  She estimates Salary = β0 + β1Service + ε.  The following table summarizes a portion of the regression results:

                ANOVA__________________________________________________________

 


   df

     SS

    MS
 
 F______

   Regression

   1

 555420

 555420
            7.64

                Residual                         27                    2465481              91314

                Total                              29                     3020901__________________________

 

       Coefficients        Standard Error         tStat
          p-value___
                Intercept                     784.92                  322.25                2.44                0.02

                Service                         9.19                      3.20                  2.87                0.01

21).  The monthly salary of an employee that has worked for 48 months at the bank is closest to:


a).  $441


b).  $785


c).  $1,050


d).  $1,226

22).  The standard error of the estimate is


a).  3.20


b).  296.74


c).  91314


d).  269.63

23).  How much of the variation is unexplained by the model?


a).  1%


b).  2%


c).  18.39%


d).  81.61%

Use the following table to answer questions (24) and (25):
[image: image3.png]Coefficients Standard Error t stat p-value

Intercept 0.083 3.56 0.9822
X 1417 0.63 0.0745




24).  What is the value of the test statistic when testing whether X significantly influences Y?


a).  .66


b).  1.42


c).  1.96


d).  2.25

25).  Is X significantly related to Y at the 5% significance level?


a).  Yes, since the p-value of 0.0745 is greater than 0.05.


b).  No, since the p-value of 0.0745 is greater than 0.05.


c).  Yes, since the slope coefficient of 1.417 is less than the test statistic of 2.25.


d).  No, since the slope coefficient of 1.417 is less than the test statistic of 2.25.
Use the following table to answer questions (26) and (27):
[image: image4.png]ANOVA

ar SS MS F Significance F'
Regression 2 3,500 1750 0.1000
Residual 20 13,500 675
Total 22 17,000





26).  What is the value of the F-test statistic?


a).  1.96


b).  2.59


c).  3.49


d).  10

27).  When testing the overall significance of the regression model at the 5% level, the decision is to:


a).  Reject H0 and conclude that the explanatory variables are jointly significant.

b).  Do not reject H0 and conclude that the explanatory variables are jointly significant.

c).  Reject H0 and conclude that the explanatory variables are not jointly significant.

d).  Do not reject H0 and conclude that the explanatory variables are not jointly significant.

28).  The table below shows the regression results when estimating ŷ = β0 + β1X1 + β2X2 + β3X3 + ε.  At the 5% significance level, which explanatory variable(s) is(are) individually significant?

[image: image5.png]ANOVA

ar SS MS F Significance F'
Regression 3 453 151 5.03 0.0030
Residual 85 2521 30
Total 88 2974
Coefficients Standard Error t stat p-value

Intercept 14.96 3.08 4.86 0.0000

X1 0.87 0.29 3.00 0.0035

X2 0.46 0.22 2.09 0.0400

X3 0.04 0.34 0.12 0.9066






a).  Only X1

b).  Only X3

c).  X1 and X2

d).  X2 and X3
29).  In regression, the predicted values concerning Y are subject to:


a).  Sampling variation.


b).  Kurtosis.


c).  Mean deviation.


d).  Skewness.

30).  In regression, multicollinearity is considered problematic when two or more explanatory variables are:


a).  Not correlated.


b).  Rarely correlated.


c).  Highly correlated.


d).  Moderately correlated.

31).  If the variance of the error term is not the same for all observations, we


a).  get estimators that are biased.


b).  can perform tests of significance.


c).  cannot conduct tests of significance.


d).  (a) and (c) are correct.

32).  The residual plot of an estimated model is shown in the graph below.  What can be inferred from the residual plot?

[image: image6.png]2000 14000







a).  There is a violation of the equal variance assumption.



b).  There is a violation of the linearity assumption.



c).  The independence assumption has not been violated.



d).  The residuals have little variation.

Use the following scenario and Excel output to answer questions (33) through (38):
A researcher analyzes the factors that may influence amusement park attendance.  She estimates the following model:  Attendance = β0 + β1Price + β2Temperature + β3Rides + ε, where Attendance is the daily attendance (in 1000s), Price is the gate price (in $), Temperature is the average daily temperature (in oF), and Rides is the number of rides at the amusement park.  The following table summarizes a portion of the regression results:

[image: image7.png]ANOVA

ar SS MS F Significance F'
Regression 3 29524.41 9841.47 2.18E-14
Residual 26 2564.37 98.63
Total 29  32088.78
Standard Lower Upper
Coefficients Error t Stat p-value 95% 95%
Intercept 27.328 40.254 0.5032  -55.415 110.071
Price -1.201 0.294 0.0004 -1.805  -0.598
Temperature 0.008 0.208 0.9693 -0.419 0.435
Rides 3.621 0.364 2.32E-10 2.874 4.369





33).  When testing whether price is significant in explaining Attendance, the value of the test statistic is:



a).  -4.085



b).  -1.201



c).  1.201



d).  4.085

34).  When testing whether Temperature at the 5% level, she



a).  Rejects Ho:  β2 = 0, and concludes that Temperature is significant.



b).  Does Not Reject Ho:  β2 = 0, and concludes that Temperature is significant.



c).  Rejects Ho:  β2 = 0, and concludes that Temperature is not significant.



d).  Does Not Reject Ho:  β2 = 0, and concludes that Temperature is not significant.

35).  When testing whether rides is significant at the 1% level, she



a).  Rejects Ho:  β3 = 0, and concludes that Rides is significant.



b).  Does Not Reject Ho:  β3 = 0, and concludes that Rides is significant.



c).  Rejects Ho:  β3 = 0, and concludes that Rides is not significant.



d).  Does Not Reject Ho:  β3 = 0, and concludes that Rides is not significant.

36).  Which of the following is the value of the test statistic for testing the joint (overall) significance of the linear regression model?



a).  -4.09



b).  .04



c).  9.95



d).  99.78

37).  When testing whether the explanatory variables are jointly significant at the 5% level, the researcher



a).  Does not reject H0, and concludes that the explanatory variables are jointly significant.



b).  Rejects H0, and concludes at least one of the explanatory variables is significant.

c).  Rejects H0, and concludes at least one of the explanatory variables is not significant.



d).  Does not reject H0, and concludes that the explanatory variables are not jointly significant.

38).  What is the partial F-test statistic for Rides, assuming Temperature and Price are already included in the model?



a).  16.69



b).  98.96



c).  99.78



d).  Cannot be determined.
Use the Excel output to answer questions (39) and (40):
The researcher continues to analyze the factors that may influence amusement park attendance.  She now estimates the following model:  Attendance = β0 + β1Price* + Rides* + ε, where Attendance is the daily attendance (in 1000s), Price is the gate price (in $), and Rides is the number of rides at the amusement park.  The following table summarizes a portion of the regression results:
[image: image8.png]Regression Statistics

Multiple R 0.96
R Square 0.92
Adjusted R Square 0.91
Standard Error 9.75
Observations 30
Standard Lower  Upper
Coefficients  Error t Stat p-value 95% 95%
Intercept 34.41 4.06 8.48 4.33E-09 26.08 42.74
Price* -1.20 0.28 -4.23 0.0002 -1.79 -0.62
Rides* 3.62 0.36 10.15  1.04E-10 2.89 4.35





39).  What is the predicted value for Attendance when Price* and Rides* equal $85 and $30, respectively?



a).  25,670



b).  34,410



c).  41,010



d).  245,010

40).  At the 5% significance level, which explanatory variable(s) is(are) individually significant?



a).  Only Price*



b).  Only Rides*



c).  Neither Price* or Rides*



d).  Both Price* and Rides*

41).  In the model ŷ = β0 + β1X + β2d + β3xd + ε, the dummy variable (d) and the interaction variable (xd), cause:



a).  a change in just the intercept.



b).  a change in just the slope.



c).  a change in both the intercept as well as the slope.



d).  None of the above.

Use the following information and model to answer questions (42) and (44):
A researcher has developed the following regression equation to predict the prices of luxurious Oceanside condominium units, Prices = 40 + .15Size + 50View, where Price = the price of a unit (in $thousands), Size = the square footage (in square feet), and View = a dummy variable taking on (1) for an ocean view unit, and (0) for a bay view unit.

42).  What is the predicted price of an ocean view unit with 1,500 square feet?



a).  $315,000



b).  $3,150,000



c).  $265,000



d).  $275,000

43).  What is the predicted price of a bay view unit with 1,500 square feet?



a).  $315,000



b).  $2,650,000



c).  $265,000



d).  $225,000

44).  What is the predicted difference in prices of the ocean view and bay view units with the same square footage?

a).  $40,000



b).  $90,000



c).  $500,000



d).  $50,000

45).  Which of the following is false concerning a dummy variable Xj?


a).  The variable’s contribution to the y estimate is either bj or nothing.


b).  The variable can be tested for significance just like numerical variables.

c).  If the variable has a value of 0, the slope does not change, but if the variable has a value of 1, the intercept shifts.

d).  None of the above is false.

Part II:  PROBLEM SOLVING 
This section includes 5 questions total, questions 46-50.  Answer only one question between 46 and 47, but you must answer questions 48, 49, and 50.
46).  Part of a study to determine factors influencing family medical expenses involves finding a regression relationship between the number of people in a family and the monthly medical expense.  The data for the pilot study is located in the MEDICAL tab in the Excel file provided.  (15 pts)


a).  Develop a regression model at the .05 level of significance.

b).  What can be said regarding the slope and correlation coefficient?  Conduct both the (t)-test and F-test for the slope, and (t)-test for the correlation coefficient.

c).  Use your results in (a) to determine the monthly medical expenses for a family of (4)?  Is this meaningful?

d).  Use your results in (a) to determine the monthly medical expenses for single person household?  Is this meaningful?

47).  Consider the earnings per share and the closing stock price of selected biotechnical firms with large market capitalization located in the STOCK tab in the Excel file provided.  Given the importance of many analysts place on earnings per share, you might expect to find a strong correlation between earnings per share and stock price.  Of course, it may be premature to judge since the market price may depend more on the expectation of (random) future earnings than on the actual achieved earnings.  Use α = .05.  (15 pts)


a).  Draw a scatterplot of the stock price against earnings per share.



b).  Determine the coefficient of determination and interpret its meaning.



c).  Using α = .05, develop a regression model.

d).  Conduct a residual analysis and determine the validity of the model.  Include the Durbin-Watson test.

e).  You are head of a biotech firm planning to go public soon.  Your earnings per share are $.05.  Based on your model in (c), what stock price would you anticipate?

48).  The data in the MATH tab of the Excel file provided represents a sample of mathematics achievement test (MAT) scores, which are completed at the end of the academic year, and calculus grades for independently selected college freshmen.  From this evidence, would you say that the achievement test scores and calculus grades are independent?  Use α = .01.  (10 pts)
49).  A sample of 30 computer hardware companies were observed from Stock Investor Pro and is located in the INVESTOR tab in the Excel file provided.  The data includes price per share, book value per share, and the return on equity per share for each.  (15 pts)
a).  Develop an estimated regression model that can be used to predict the price per share given the book value per share and the return on equity per share.  Use the .05 level of significance.

b).  Test the significance of the overall regression model.

c).  Use the (t)-test and partial F-test to determine the significance of each independent variable.

d).  Do the independent variables make a significant contribution to the regression model?  Which one(s) should be included?



e).  Compute the coefficients of partial determination and interpret the results.



f).  Add an interaction term to the model.  Does it make a significant contribution to the model?

50).  Your firm is worried about being sued for gender discrimination.  There is a growing perception that males are being paid more than females in your department.  Using the data in the SALARY tab in the Excel file provided, please complete the following using α = .05:  (15 pts)
a).  Do the men appear to earn more on average than women based on the information provided?  Provide a statistical measure to justify your reasoning.



b).  Derive a regression model, and provide a model for men and a model for women.

c).  Do the independent variables make a significant contribution to the regression model?  Which one(s) should be included?



d).  Compute the coefficients of partial determination and interpret the results.



e).  Add an interaction term to the model.  Does it make a significant contribution to the model?



f).  How does the salary differ for men and women if each one has 13-years experience?



g).  Does your results imply discrimination against women?

